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Existence, Stability and Smoothness of a Bounded Solution for
Nonlinear Time-Varying Thermoelastic Plate Equations

H. LEIVA AND Z. SIVOLI

Abstract

In this paper we study the existence, stability and the smoothness of a bounded solution of the
following nonlinear time-varying thermoelastic plate Equation with homogeneous Dirichlet
boundary conditions






utt +Δ
2u+ αΔθ = f1(t, u, θ) t ≥ 0, x ∈ Ω,

θt − βΔθ − αΔut = f2(t, u, θ), t ≥ 0, x ∈ Ω,
θ = u = Δu = 0, t ≥ 0, x ∈ ∂Ω,

where α 6= 0, β > 0, Ω is a sufficiently regular bounded domain in RN (N ≥ 1) and fe1 , f
e
2 :

R × L2(Ω)
2
→ L2(Ω) define by fe(t, u, θ)(x) = f(t, u(x), θ(x)), x ∈ Ω are continuous and

locally Lipschitz functions. First, we prove that the linear system (f1 = f2 = 0) generates an
analyitic strongly continuous semigroups which decays exponentially to zero. Second, under
some additional condition we prove that the non-linear system has a bounded solution which
is exponentially stable, and for a large class of functions f1, f2 this bounded solution is almost
periodic. Finally, we use the analyticity of the semigroup generated by the linear system to
prove the smoothness of the bounded solution.
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1 Introduction

In this paper we study the existence, stability and the smoothness of a bounded solution of

the following nonlinear time-varying thermoelastic plate Equation with homogeneous Dirichlet

boundary conditions





utt +Δ
2u+ αΔθ = f1(t, u, θ) t ≥ 0, x ∈ Ω,

θt − βΔθ − αΔut = f2(t, u, θ), t ≥ 0, x ∈ Ω,
θ = u = Δu = 0, t ≥ 0, x ∈ ∂Ω,

(1)

where α 6= 0, β > 0, Ω is a sufficiently regular bounded domain in RN (N ≥ 1)and u, θ denote

the vertical deflection and the temperature of the plate respectively.
1



We shall assume the following hypothesis:

H1) fe1 , f
e
2 : R×L

2(Ω)
2 → L2(Ω) define by fe(t, u, θ)(x) = f(t, u(x), θ(x)), x ∈ Ω are continuous

and locally Lipschitz functions. i.e., for every ball Bρ in L2(Ω)
2 of radius ρ > 0 there exist

constants L1(ρ), L2(ρ) > 0 such that for all (u, θ), (v, η) ∈ Bρ

‖f ei (t, u, θ)− f
e
i (t, v, η)‖L2 ≤ Li(ρ){‖u− v‖L2 + ‖θ − η‖L2}, t ∈ R. (2)

H2) there exists Lf > 0 such that

‖fi(t, 0, 0)‖ ≤ Lf , ∀t ∈ R, i = 1, 2. (3)

Observation 1.1 The hypothesis H1) can be satisfied in the case that f1, f2 : R × R2 → R are

continuous and globally Lipschitz functions with Lipschitz constants L1, L2 > 0. i.e.,

|fi(t, u, θ)− fi(t, v, η)| ≤ Li{|u− v|
2 + |θ − η|2}, t, u, v, θ, η ∈ R, i = 1, 2. (4)

The derivation of the unperturbed (fi = 0, i = 1, 2) thermoelastic plate equation





wtt +Δ
2w + αΔθ = 0, t ≥ 0, x ∈ Ω,

θt − βΔθ − αΔwt = 0, t ≥ 0, x ∈ Ω,
θ = w = Δw = 0, t ≥ 0, x ∈ ∂Ω,

(5)

can be found in J. Lagnese [13], where the author discussed stability of various plate models.

J.U. Kim [11](1992) studied the system (5) with the following homogeneous Dirichlet boundary

condition

θ =
∂w

∂η
= w = 0, on ∂Ω,

and he proved the exponential decay of the energy. Also, linear thermoelastic plate equations

has been studied in [22], [3], [4], [5], [15], [16] and [23] which conform a good reference.

One point that makes this work different from others authors works, is that here we study the

existence and stability of a bounded solution for the non-linear thermoelastic plate equation (1).

First, we prove that the linear system (f1 = f2 = 0) generates an analyitic strongly continuous

semigroups which decays exponentially to zero. Second, under some additional condition we prove



that the non-linear system has a bounded solution which is exponentially stable, and for a large

class of functions f1, f2 this bounded solution is almost periodic. Finally, we use the analyticity

of the semigroup generated by the linear system to prove the smoothness of the bounded solution.

Some notation for this work can be found in [17], [18], [19], [20] and [1].

2 Abstract Formulation of the Problem

In this section we choose the space in which this problem will be set as an abstract ordinary

differential equation.

Let X = L2(Ω) = L2(Ω,R) and consider the linear unbounded operator

A : D(A) ⊂ X → X defined by Aφ = −Δφ, where

D(A) = H2(Ω,R) ∩H10 (Ω,R). (6)

The operator A has the following very well known properties: the spectrum of A consists of only

eigenvalues

0 < λ1 < λ2 < ∙ ∙ ∙ < λn →∞,

each one with finite multiplicity γn equal to the dimension of the corresponding eigenspace.

Therefore,

a) there exists a complete orthonormal set {φn,k} of eigenvectors of A.

b) for all x ∈ D(A) we have

Ax =
∞∑

n=1

λn

γn∑

k=1

< x, φn,k > φn,k =
∞∑

n=1

λnEnx, (7)

where < ∙, ∙ > is the inner product in X and

Enx =

γn∑

k=1

< x, φn,k > φn,k. (8)

So, {En} is a family of complete orthogonal projections in X and

x =
∑∞
n=1Enx, x ∈ X.



c) −A generates an analytic semigroup {e−At} given by

e−Atx =
∞∑

n=1

e−λntEnx. (9)

d) The fractional powered spaces Xr are given by:

Xr = D(Ar) = {x ∈ X :
∞∑

n=1

(λn)
2r‖Enx‖

2 <∞}, r ≥ 0,

with the norm

‖x‖r = ‖A
rx‖ =

{
∞∑

n=1

λ2rn ‖Enx‖
2

}1/2

, x ∈ Xr,

and

Arx =
∞∑

n=1

λrnEnx. (10)

Also, for r ≥ 0 we define Zr = Xr ×X, which is a Hilbert Space with norm and inner product

given by:
∥
∥
∥
∥

[
w

v

]∥∥
∥
∥

2

Zr

= ‖u‖2r + ‖v‖
2, < w, v >r=< A

rw,Arv > + < w, v > .

Hence, the equation (1) can be written as an abstract system of ordinary differential equation in

Z1 = X
1 ×X ×X as follows






u′ = v
v′ = −A2u+ αAθ + f1(t, u, θ)
θ′ = −βAθ − αAv + f2(t, u, θ).

(11)

Finally, the system can be written as first order system of ordinary differential equations in the

Hilbert space Z1 = X1 ×X ×X as follows:

z′ = Az + F (t, z) z ∈ Z1, t ≥ 0, (12)

where F : R× Z1 → Z1,

z =




u

v

θ



 , F (t, u, v, θ) =




0

fe1 (t, u, θ)
f e2 (t, u, θ)







and

A =




0 IX 0
−A2 0 αA

0 −αA −βA



 , (13)

is an unbounded linear operator with domain

D(A) = {u ∈ H4(Ω) : u = Δu = 0} ×D(A)×D(A).

>From the hypothesis H1) we get that F is locally Lipschitz functions. i.e., for every ball Bρ in

Z1 of radius ρ > 0 there exists constant Lρ such that

‖F (t, z)− F (t, y)‖ ≤ Lρ‖z − y‖, t ∈ R, z, y ∈ Z1, (14)

and from the hypothesis H2) we obtain the following estimate

‖F (t, 0)‖ ≤ LF =
√
2μ(Ω)Lf , t ∈ R, (15)

wher μ(Ω) is the lebesgue measure of Ω.

3 The Linear Thermoelastic Plate Equation

In this section we shall prove that the linear unbounded operator A given by the linear ther-

moelastic plate equation (5) generates an analytic strongly continuous semigroup which decays

exponentially to zero. To this end, we will use the following Lemma from [21].

Lemma 3.1 Let Z be a separable Hilbert space and {An}n≥1, {Pn}n≥1 two families of bounded

linear operators in Z with {Pn}n≥1 being a complete family of orthogonal projections such that

AnPn = PnAn, n = 1, 2, 3, . . . (16)

Define the following family of linear operators

T (t)z =
∞∑

n=1

eAntPnz, t ≥ 0. (17)

Then:



(a) T (t) is a linear bounded operator if

‖eAnt‖ ≤ g(t), n = 1, 2, 3, . . . (18)

for some continuous real-valued function g(t).

(b) under the condition (18) {T (t)}t≥0 is a C0-semigroup in the Hilbert space Z whose infinitesimal

generator A is given by

Az =
∞∑

n=1

AnPnz, z ∈ D(A) (19)

with

D(A) = {z ∈ Z :
∞∑

n=1

‖AnPnz‖
2 <∞} (20)

(c) the spectrum σ(A) of A is given by

σ(A) =
∞⋃

n=1

σ(Ān), (21)

where Ān = AnPn.

Theorem 3.1

The operator A given by (13), is the infinitesimal generator of an analytic semigroup {T (t)}t≥0

given by

T (t)z =
∞∑

j=1

eAjtPjz, z ∈ Z1, t ≥ 0 (22)

where {Pj}j≥0 is a complete family of orthogonal projections in the Hilbert space Z1 given by

Pj =




Ej 0 0
0 Ej 0
0 0 Ej



 , , j = 1, 2, . . . ,∞, (23)

and

Aj = BjPj , Bj =




0 1 0
−λ2j 0 αλj
0 −αλj −βλj .



 , j ≥ 1 (24)

Moreover, the eigenvalues σ1(j), σ2(j), σ3(j) of the matrix Bj are simple and given by:

σ1(j) = −λjρ1, σ2(j) = −λjρ2, σ3(j) = −λjρ3



where ρi > 0, i = 1, 2, 3 are the roots of the characteristic equation

ρ3 − βρ2 + (1 + α2)ρ− β = 0,

and this semigroup decays exponentially to zero

‖T (t)‖ ≤Me−μt, t ≥ 0, (25)

where

μ = λ1min{Re(ρ) : ρ
3 − βρ2 + (1 + α2)ρ− β = 0}

Proof. Let us compute Az:

Az =




0 I 0
−A2 0 αA

0 −αA −βA








w

v

θ





=




v

−A2w + αAθ
−αAv − βAθ





=





∑∞
j=1Ejv

−
∑∞
j=1 λ

2
jEjw + α

∑∞
j=1 λjEjθ

−α
∑∞
j=1 λjEjv − β

∑∞
j=1 λjEjθ





=
∞∑

j=1




Ejv

−λ2jEjw + αλjEjθ
−αλjEjv − βλjEjθ





=
∞∑

j=1




0 1 0
−λ2j 0 αλj
0 −αλj −βλj








Ej 0 0
0 Ej 0
0 0 Ej








w

v

θ





=
∞∑

j=1

AjPjz.

It is clear that AjPj = PjAj . Now, we need to check condition (18) from Lemma 3.1. To

this end, we have to compute the spectrum of the matrix Bj . The characteristic equation of Bj

is given by

λ3 + βλjλ
2 + λ2j (1 + α

2)λ+ βλ3j = 0.

Then,
(
λ

λj

)3
+ β

(
λ

λj

)2
+ λ2j (1 + α

2)

(
λ

λj

)

+ β = 0.



Letting λ
λj
= −ρ we obtain the equation

ρ3 − βρ2 + (1 + α2)ρ− β = 0. (26)

>From Routh Hurwitz Theorem we obtain that the real part of the roots ρ1, ρ2, ρ3 of equation

(26) are positive. Therefore, the eigenvalues σ1(j), σ2(j) , σ3(j) of Bj are given by

σ1(j) = −λjρ1, σ2(j) = −λjρ2, σ3(j) = −λjρ3, (27)

Since the eigenvalues of Bj are simple, there exists a complete family of complementaries projec-

tions {qi(j)}3i=1 in R
3 such that

{
Bj = σ1(j)q1(j) + σ1(j)q2(j) + σ1(j)q3(j)
eBjt = e−λjρ1tq1(j) + e

−λjρ2tq2(j) + e
−λjρ3tq3(j),

where qi(j), i = 1, 2, 3 are given by:

q1(j) =
1

(ρ1 − ρ2)(ρ1 − ρ3)




ρ2ρ3 − 1

ρ2+ρ3
λj

α
λj

λj(ρ3 − ρ2) ρ2ρ3 − 1− α2 α(ρ2 + ρ3 − β)
λjα −α(ρ2 + ρ3 − β) (ρ3 − β)2 − α2,





q2(j) =
1

(ρ2 − ρ1)(ρ2 − ρ3)




ρ1ρ3 − 1

ρ1+ρ3
λj

α
λj

λj(ρ3 − ρ1) ρ1ρ3 − 1− α2 α(ρ1 + ρ3 − β)
λjα −α(ρ1 + ρ3 − β) (ρ3 − β)2 − α2,





q3(j) =
1

(ρ3 − ρ1)(ρ3 − ρ2)




ρ1ρ2 − 1

ρ1+ρ2
λj

α
λj

λj(ρ2 − ρ1) ρ1ρ2 − 1− α2 α(ρ1 + ρ2 − β)
λjα −α(ρ1 + ρ2 − β) (ρ2 − β)2 − α2.





Therefore,
{
Aj = σ1(j)Pj1 + σ1(j)Pj2 + σ1(j)Pj3
eAjt = e−λjρ1tPj1 + e

−λjρ2tPj2 + e
−λjρ3tPj3,

and

Az =
∞∑

j=1

{σ1(j)Pj1z + σ2(j)Pj2z + σ3(j)Pj3z} , (28)

where, Pji = qi(j)Pj is a complete family of orthogonal projections in Z1.

To prove that eAntPn : Z1 → Z1 satisfies condition (18) from Lemma 3.1, it will be enough

to prove for example that e−λnρ2tq2(n)Pn, n = 1, 2, 3, . . . satisfies the condition. In fact, consider



z = (z1, z2, z3)
T ∈ Z1 such that ‖z‖ = 1. Then,

‖z1‖
2
1 =

∞∑

j=1

λ2j‖Ejz1‖
2 ≤ 1, ‖z2‖

2
X =

∞∑

j=1

‖Ejz2‖
2 ≤ 1 and ‖z3‖

2
X =

∞∑

j=1

‖Ejz3‖
2 ≤ 1.

Therefore, λj‖Ejz1‖ ≤ 1, ‖Ejz2‖ ≤ 1, ‖Ejz3‖ ≤ 1 j = 1, 2, . . . . Then,

|e−λjρ2tq2(n)Pnz‖2Z1 =

e−2λρ2t

(ρ2 − ρ1)2(ρ2 − ρ3)2

∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣

(ρ1ρ3 − 1)Enz1 +
ρ1+ρ3
λn
Enz2 +

α
λn
Enz3

λn(ρ3 − ρ1)Enz1 + (ρ1ρ3 − 1− α2)Enz2 + α(ρ1 + ρ3 − β)Enz3
λnαEnz1 +−α(ρ1 + ρ3 − β)Enz2 + [(ρ3 − β)2 − α2]Enz3

∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣

2

Z1

= e−2λnρ2t
∞∑

j=1

λ2j‖Ej

(

(ρ1ρ3 − 1)Enz1 +
ρ1 + ρ3
λj

Enz2 +
α

λj
Enz3

)

‖2

+ e−2λnρ2
∞∑

j=1

‖Ej
(
λn(ρ3 − ρ1)Enz1 + (ρ1ρ3 − 1− α

2)Ez2 + α(ρ1 + ρ3 − β)Enz3
)
‖2

+ e−2λnρ2t
∞∑

j=1

‖Ej
(
λnαEnz1 +−α(ρ1 + ρ3 − β)Enz2 + [(ρ3 − β)

2 − α2]Enz3
)
‖2

= e−2λnρ2tλ2n‖(ρ1ρ3 − 1)Enz1 +
ρ1 + ρ3
λn

Enz2 +
α

λn
Enz3‖

2

+ e−2λnρ2t‖λn(ρ3 − ρ1)Enz1 + (ρ1ρ3 − 1− α
2)Enz2α(ρ1 + ρ3 − β)Enz3‖

2

+ e−2λnρ2t‖λαEnz1 +−α(ρ1 + ρ3 − β)Enz2 + [(ρ3 − β)
2 − α2]Enz3‖

2

≤ e−2λnρ2t [|ρ1ρ3 − 1|+ ρ1 + ρ3 + α]
2

+ e−2λnρ2t
[
|ρ3 − ρ1|+ |ρ1ρ3 − 1− α

2|+ α|ρ1 + ρ3 − β|
]2

+ e−2λnρ2t
[
α+ α|ρ1 + ρ3 − β|+ |(ρ3 − β)

2 − α2|
]2

≤ M2e−2λnρ2t.

where M =M(α, β) ≥ 1 depending on α and β. Then we have,

‖e−λnρ2tq2(n)Pn‖Z1 ≤M(α, β)e
−λnρ2t, t ≥ 0 n = 1, 2, . . . .



In the same way e obtain that

‖e−λnρ1tq1(n)Pn‖Z1 ≤ M(α, β)e−λnρ1t, t ≥ 0 n = 1, 2, . . . ,

‖e−λjρ3tq3(n)Pn‖Z1 ≤ (α, β)e−λnρ3t, t ≥ 0 n = 1, 2, . . . .

Therefore,

‖eAntPn‖Z1 ≤M(α, β)e
−μt, t ≥ 0 n = 1, 2, . . . ,

were

μ = λ1min{Re(ρ) : ρ
3 − βρ2 + (1 + α2)ρ− β = 0}.

Hene, applying Lemma 3.1 we obtain that A generates a strongly contnuous semigroup given by

(22). Next, we prove this semigroup decays exponentially to zero. In fact,

‖T (t)z‖2 =
∞∑

j=1

‖eAjtPjz‖
2

≤
∞∑

j=1

‖eAjt‖2‖Pjz‖
2

≤ M2(α, β)e−2μt
∞∑

j=1

‖Pjz‖
2

= M2(α, β)e−2μ‖z‖2.

Therefore,

‖T (t)‖ ≤M(α, β)e−μt, t ≥ 0.

To prove the analyticity of {T (t)}t≥0, we shall use Theorem 1.3.4 from [10]. To this end, it will

be enough to prove that the operator −A is sectorial. In order to construct the sector we shall

consider the following 3× 3 matrices

Kn =




1 1 1
λnρ1 λnρ2 λnρ3
αρ1
ρ1−β
λn

αρ2
ρ2−β
λn

αρ3
ρ3−β
λn



 , (29)

K
−1
n =

1

a(α, β)λn




a11 −a12 a13
−a21 a22 −a23
a31 −a32 a33



 , (30)



where

a11 =
αρ3ρ2(ρ2 − ρ3)
(ρ3 − β)(ρ2 − β)

, a12 =
αρ3ρ1(ρ1 − ρ3)
(ρ3 − β)(ρ1 − β)

, a13 =
αρ2ρ1(ρ1 − ρ2)
(ρ2 − β)(ρ1 − β)

,

a21 =
αβ(ρ2 − ρ3)
(ρ3 − β)(ρ2 − β)

, a22 =
αβ(ρ1 − ρ3)
(ρ3 − β)(ρ1 − β)

, a23 =
αβ(ρ1 − ρ2)
(ρ2 − β)(ρ1 − β)

,

a31 = (ρ3 − ρ2), a32 = (ρ3 − ρ1), a33 = (ρ2 − ρ1),

a(α, β) =
αρ3ρ2
(ρ3 − β)

+
αρ1ρ3
(ρ1 − β)

+
αρ2ρ1
(ρ2 − β)

−
αρ1ρ2
(ρ1 − β)

−
αρ3ρ1
(ρ3 − β)

−
αρ2ρ3
(ρ2 − β)

.

Then,

Bn = K
−1
n JnKn, n = 1, 2, 3, . . . , (31)

with

Jn =




−λnρ1 0
0 −λnρ2
0 0 −λnρ3



 .

Next, we define the following two linear bounded operators

Kn : X ×X ×X → X
1 ×X ×X, K−1n : X

1 ×X ×X → X ×X ×X, (32)

as follows Kn = K
−1
n Pn and Kn = K

−1
n Pn. Now we will obtain bounds for ‖K

−1
n ‖ and ‖n‖.

Consider z = (z1, z2, z3)T ∈ Z1 = X1 ×X ×X, such that ‖z‖Z1 = 1. Then,

‖z1‖
2
1 =

∞∑

j=1

λ2j‖Ejz1‖
2 ≤ 1, ‖z2‖

2
X =

∞∑

j=1

‖Ejz2‖
2 ≤ 1 and ‖z3‖

2
X =

∞∑

j=1

‖Ejz3‖
2 ≤ 1.

Therefore, λj‖Ejz1‖ ≤ 1, ‖Ejz2‖ ≤ 1, ‖Ejz3‖ ≤ 1, j = 1, 2, . . . . Then,

‖K−1n z‖
2
X×X×X =

1

a(α, β)λ2n

∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣




a11Enz1 − a12Enz2 + a13Enz3
−a21Enz1 + a22Enz2 − a23Enz3
a31Enz1 − a32Enz2 + a33Enz3





∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣

2

X×X

=
1

a(α, β)λ2n
‖a11Enz1 − a12Enz2 + a13Enz3‖

2

+
1

a(α, β)λ2n
‖ − a21Enz1 + a22Enz2 − a23Enz3‖

2

+
1

a(α, β)λ2n
‖a31Enz1 − a32Enz2 + a33Enz3‖

2

≤
Γ21(α, β)

λ2n
.



Therefore,

‖K−1n ‖L(X1×X×X, X×X×X) ≤
Γ1(α, β)

λn
. (33)

Next, we will find a bound for ‖Kn‖L(X×X×X, X1×X×X). To this end we consider z = (z1, z2, z3)
T ∈

Z = X ×X ×X, with ‖z‖Z = 1. Then,

‖zi‖
2 =

∞∑

j=1

‖Ejzi‖
2 ≤ 1, i = 1, 2, 3.

Therefore, ‖Ejzi‖ ≤ 1, i = 1, 2, 3, j = 1, 2, . . . , which implies,

‖Knz‖
2
Xα×X =

∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣




Enz1 + Enz2 + Enz3

λnρ1Enz1 + λnρ2Enz2 + λnρ3Enz3
αρ1λn
ρ1−β

Enz1 +
αρ2λn
ρ2−β

Enz2 +
αρ3λn
ρ3−β

Enz3





∣
∣
∣
∣
∣
∣

∣
∣
∣
∣
∣
∣

2

X1×X×X

= λ2n‖Enz1 + Enz2 + Enz3‖
2

+ ‖λnρ1Enz1 + λnρ2Enz2 + λnρ3Enz3‖
2

+ ‖
αρ1λn
ρ1 − β

Enz1 +
αρ2λn
ρ2 − β

Enz2 +
αρ3λn
ρ3 − β

Enz3‖
2

≤ Γ22(α, β)λ
2
n.

Hence

‖Kn‖L(X×X×X,X1×X×X) ≤ Γ2(α, β)λn. (34)

Now, the matrix Jn can be written as follows

−Jn = diag [λnρ1, λnρ2, λnρ3] (35)

= λnρ1




1 0 0
0 0 0
0 0 0



+ λnρ2




0 0 0
0 1 0
0 0 0



+ λnρ3




0 0 0
0 0 0
0 0 1



 (36)

= λnρ1q1 + λnρ2q2 + λnρ1q1. (37)

Now,define the sector Sθ as follows:

Sθ = {λ ∈ C : θ ≤ |arg(λ)| ≤ π, λ 6= 0}, (38)

where

maxi=1,2,3{|arg(ρi)|} < θ <
π

2
.



If λ ∈ Sθ, then λ is a value other than λnρi, i = 1, 2, 3. Therefore,

‖
(
λ+ Jn

)−1
y‖2 =

1

(λ− λnρ1)
2 ‖q1y‖

2

+
1

(λ− λnρ2)
2 ‖q2y‖

2

+
1

(λ− λnρ3)
2 ‖q3y‖

2.

Setting

N = sup

{
|λ|

|λ− λnρi|
: λ ∈ Sθ, n ≥ 1; i = 1, 2, 3

}

,

yields

‖
(
λ+ Jn

)−1
y‖2 ≤

(
N

|λ|

)2 [
‖q1y‖

2 + ‖q2y‖
2 + ‖q3y‖

2
]

Hence,

‖
(
λ+ Jn

)−1
‖ ≤

N

|λ|
, λ ∈ Sθ.

Now, if λ ∈ Sθ, then

R(λ,−A)z =
∞∑

n=1

(λ+An)
−1 Pnz

=
∞∑

n=1

Kn
(
λ+ Jn

)−1
K−1n Pnz.

This implies,

‖R(λ,A)z‖2 ≤
∞∑

n=1

‖Kn‖
2‖K−1n ‖

2‖
(
λ+ Jn

)−1
‖2‖Pnz‖

2

≤

(
Γ1(η, γ)

Γ2(η, γ)

)2(N
|λ|

)2
‖z‖2

Therefore,

‖R(λ,−A)‖ ≤
R

|λ|
, λ ∈ Sθ.

This completes the proof of the Theorem.



4 Existence of the Bounded Solution

In this section we shall prove the existence and stability of unique bounded Mild solutions of

system (12).

Definition 4.1 (Mild Solution) For mild solution z(t) of (12) with initial condition z(t0) = z0 ∈

Z1, we understand a function given by

z(t) = T (t− t0)z0 +
∫ t

t0

T (t− s)F (s, z(s))ds, t ∈ R. (39)

Observation 4.1 It is easy to prove that any solution of (12) is a solution of (39). It may be

thought that a solution of (39) is always a solution of (12) but this is not true in general. However,

we shall prove in Theorem 5.2 that bounded solutions of (39) are solutions of (12).

We shall consider Zb = Cb(R, Z1) the space of bounded and continuous functions defined in R

taking values in Z1. Zb is a Banach space with supremum norm

‖z‖b = sup{‖z(t)‖Z1 : t ∈ R}, z ∈ Zb.

A ball of radio ρ > 0 and center zero in this space is given by

Bbρ = {z ∈ Zb : ‖z(t)‖ ≤ ρ, t ∈ R}.

The proof of the following Lemma is similar to Lemma 3.1 of [20].

Lemma 4.1 Let z be in Zb. Then, z is a mild solution of (12) if and only if z is a solution of

the following integral equation

z(t) =

∫ t

−∞
T (t− s)F (s, z(s))ds, t ∈ R. (40)

The following Theorem refers to bounded Mild solutions of system (12).



Theorem 4.1

Suppose that F is Locally Lipschitz and there exists ρ > 0 such that

0 < MLF < (μ−MLρ)ρ, (41)

where Lρ is the Lipschitz constant of F in the ball Bb2ρ. Then, the equation (12) has one and only

one bounded mild solution zb(t) which belong Bbρ.

Moreover, this bounded solution is exponentially stable.

Remark 4.1 . For the existence of such solution, we shall prove that the following operator has

a unique fixed point in the ball Bbρ, T : B
b
ρ → B

b
ρ

(Tz)(t) =

∫ t

−∞
T (t− s)F (s, z(s))ds, t ∈ R.

In fact, for z ∈ Bbρ we have

‖Tz(t)‖ ≤
∫ t

−∞
Me−μ(t−s) {Lρ‖z(s)‖+ LF } ≤

MLρρ+MLF
μ

.

The condition (41) implies that

Lρρ+MLF < μρ ⇐⇒
Lρρ+MLF

μ
< ρ.

Therefore, Tz ∈ Bbρ for all z ∈ B
b
ρ.

Now, we shall see that T is a contraction mapping. In fact, for all z1, z2 ∈ Bbρ we have that

‖Tz1(t)− Tz2(t)‖ ≤
∫ t

−∞
Me−μ(t−s)Lρ‖z1(s)− z2(s)‖ds ≤

MLρ

μ
‖z1 − z2‖b, t ∈ R.

Hence,

‖Tz1 − Tz2‖b ≤
MLρ

μ
‖Tz1 − z2‖b, z1, z2 ∈ B

b
ρ.

The condition (41) implies that

0 < μ−MLρ ⇐⇒ MLρ < μ ⇐⇒
MLρ

μ
< 1.



Therefore, T has a unique fixed point zb in Bbρ

zb(t) = (Tzb)(t) =

∫ t

−∞
T (t− s)F (s, zb(s))dsds, t ∈ R,

>From Lemma 3.1, zb is a bounded solution of the equation (39).

Now, we shall prove that zb(∙) is exponentially stable. To this end, we consider any other

solution z(∙) of the equation (39) such that ‖z(0)− zb(0)‖ <
ρ
2M . Then, ‖z(0)‖ < 2ρ. As long as

‖z(t)‖ remains less than 2ρ we obtain the following estimate:

‖z(t)− zb(t)‖ ≤ ‖T (t)(z(0)− zb(0)) +
∫ t

0
T (t− s) {F (s, z(s))− F (s, zb(s))} ds‖

≤ Me−μt‖(z(0)− zb(0))‖+
∫ t

0
Me−μ(t−s)Lρ‖z(s)− zb(s)‖ds.

Then,

eμ(t)‖z(t)− zb(t)‖ ≤M‖(z(0)− zb(0))‖+
∫ t

0
MeμsLρ‖z(s)− zb(s)‖ds.

Hence, applying the Gronwall’s inequality we obtain

‖z(t)− zb(t)‖ ≤Me
(MLρ−μ)t‖(z(0)− zb(0))‖, t ∈ [0, t1)

>From (41) we get that MLρ − μ < 0. Therefore ‖z(t)− zb(t)‖ ≤ ρ/2.

Hence, if ‖z(t)‖ < 2ρ on [0, t1) with t1 = inf{t > 0 : ‖z(t)‖ < 2ρ}, then either t1 = ∞

or ‖z(t1)‖ = 2ρ. But, the second case contradicts the above computation, then the solution z(t)

remains in the ball Bb2ρ for all t ≥ 0.

So,

‖z(t)− zb(t)‖ ≤Me
(MLρ−μ)t‖(z(0)− zb(0))‖, t ≥ 0.

This concludes the proof of the Theorem.

Theorem 4.2

Suppose that F globally Lipschitz with a Lipschitz constant L > 0 and

μ > ML. (42)



Then, the equation (12) has one and only one bounded mild solution zb(t) on R.

Moreover, this bounded solution is the only bounded solution of the equation (39) and is

exponentially stable in large.

Remark 4.2 . Condition (42) implies that for ρ > 0 big enough we have the following estimate:

0 < MLF < (μ−ML)ρ, (43)

>From here, in a similar way we can prove that the following operator is a contraction mapping

from Bbρ into B
b
ρ

(Tz)(t) =

∫ t

−∞
T (t− s)F (s, z(s))ds, t ∈ R.

Therefore, T has a unique fixed point zb in Bbρ

zb(t) = (Tzb)(t) =

∫ t

−∞
T (t− s)F (s, zb(s))dsds, t ∈ R,

>From Lemma 3.1, zb is a bounded solution of the equation (39). Since condition (43) holds for

any ρ > 0 big enough independent of ML < μ, then zb is the unique bounded solution of the

equation (39).

To prove that zb(t) is exponentially stable in the large, we shall consider any other solution

z(t) of (39) and the following estimate

‖z(t)− zb(t)‖ ≤ ‖T (t)(z(0)− zb(0)) +
∫ t

0
T (t− s) {F (s, z(s))− F (s, zb(s))} ds‖

≤ Me−μt‖(z(0)− zb(0))‖+
∫ t

0
Me−μ(t−s)Lρ‖z(s)− zb(s)‖ds.

Then,

eμt‖z(t)− zb(t)‖ ≤M‖(z(0)− zb(0))‖+
∫ t

0
MLeμs‖z(s)− zb(s)‖ds.

Hence, applying the Gronwall’s inequality we obtain

‖z(t)− zb(t)‖ ≤Me
(ML−μ)t‖(z(0)− zb(0))‖, t ≥ 0.

>From (43) we know that ML− μ < 0 and therefore zb(t) is exponentially stable in the large



Corollary 4.1 If F is periodic in t of period τ (F (t+ τ, ξ) = f(t, ξ) ), then the unique bounded

solution given by Theorems 4.1 and 4.2 is also periodic of period τ .

Remark 4.3 . Let zb be the unique solution of (39) in the ball Bbρ. Then, z(t) = zb(t+ τ) is also

a solution of the equation (39) lying in the ball Bbρ. In fact, consider z0 = zb(0) and

zb(t+ τ) = T (t+ τ)z0 +

∫ t+τ

0
T (t+ τ − s)F (s.zb(s))ds

= T (t)T (τ)z0 +

∫ τ

0
T (t+ τ − s)F (s.zb(s))ds

+

∫ t+τ

τ

T (t+ τ − s)F (s.zb(s))ds

= T (t)

{

T (τ)z0 +

∫ τ

0
T (τ − s)F (s.zb(s))ds

}

+

∫ t

0
T (t− s)F (s.zb(s+ τ))ds

= T (t)zb(τ) +

∫ t

0
T (t− s)F (s.zb(s+ τ))ds.

Therefore,

z(t) = T (t)zb(τ) +

∫ t

0
T (t− s)F (s.z(s))ds,

and by the uniqueness of the fixed point of the contraction mapping T in this ball, we conclude

that zb(t) = zb(t+ τ), t ∈ R.

Observation 4.2 Under some condition, the bounded solution given by Theorems 4.1 and 4.2 is

almost periodic; for example we can study the case when the function F has the following form:

F (t, z) = g(z) + P (t), t, ξ ∈ R, (44)

where P ∈ Cb(R, Z1) and g : Z1 → Z1 is a locally Lipschitz function.

Corollary 4.2 Suppose F has the form (44) and g is a globally Lipschitz function with a Lip-

schitz constant L > 0 . Then the bounded solution zb(∙, P ) given by Theorem 4.2 depends contin-

uously on P ∈ Cb(R, Z1).



Remark 4.4 . Let P1, P2 ∈ Cb(R, Z1) and zb(∙, P1), zb(∙, P2) be the bounded functions given by

Theorem 4.2. Then

zb(t, ∙, P1)− zb(t, ∙, P2) =
∫ t

−∞
T (t− s)[g(zb(s, P2))− g(zb(s, P2))]ds

+

∫ t

−∞
T (t− s)[P1(s)− P2(s)]ds.

Hence,

‖zb(∙, P1)− zb(∙, P2)‖b ≤
ML

μ
‖zb(∙, P1)− zb(∙, P2)‖b

+
M

μ
‖P1 − P2‖b.

Therefore,

‖zb(∙, P1)− zb(∙, P2)‖b ≤
M

μ−ML
‖P1 − P2‖b.

Lemma 4.2 Suppose F is as in (44). Then, if P (t) is almost periodic, then the unique bounded

solution of system (39) given by Theorems 4.1 and 4.2 is also almost periodic.

Remark 4.5 . To prove this lemma, we shall use the following well known fact, due to S. Bohr

(see J. Hale [9] in the Appendix). A function h ∈ C(R;Z1) is almost periodic (a.p) if and only if

the hull H(h) of h is compact in the topology of uniform convergence.

Here H(h) is the closure of the set of translates of h under the topology of uniform convergence

H(h) = {hτ : τ ∈ R}, hτ (t) = h(t+ τ), t ∈ R.

Since the limit of a uniformly convergent sequence of a.p. functions is a.p., then the set Aρ of

a.p. functions in the ball Bbρ is closed, where ρ is given by Theorem 4.2.

Claim. The contraction mapping T given in Theorems 4.1 and 4.2 leaves Aρ inva-

riant. In fact; if z ∈ Aρ, then h(t) = g(z(t)) + P (t) is also an a.p. function. Now, consider the



function

F(t) = (Tz)(t) =
∫ t

−∞
T (t− s) {g(z(s)) + P (s)} ds

=

∫ t

−∞
T (t− s)h(s)ds, t ∈ R.

Then, it is enough to establish that H(F) is compact in the topology of uniform convergence. Let

{Fτk} be any sequence in H(F). Since h is a.p. we can select from {hτk} a Cauchy subsequence

{hτkj }, and we have that

Fτkj (t) = F(t+ τkj ) =
∫ t+τkj

−∞
T (t+ τkj − s)h(s)ds

=

∫ t

−∞
T (t− s)h(s+ τkj )ds.

Hence,

‖Fτkj (t)−Fτki (t)‖ ≤
∫ t

−∞
e−μ(t−s)‖h(s+ τkj )− h(s+ τki)‖ds

≤ ‖hτkj − hτki‖b

∫ t

−∞
e−μ(t−s)ds =

1

μ
‖hτkj − hτki‖b.

Therefore, {Fτkj } is a Cauchy sequence. So, H(F) is compact in the topology of uniform conver-

gence, F is a.p. and TAρ ⊂ Aρ.

Now, the unique fixed point of T in the ball Bbρ lies in Aρ. Hence, the unique bounded solution

zb(t) of the equation (39) given in Theorem 4.2 is also almost periodic.

5 Smoothness of the Bounded Solution

In this section we shall prove that the bounded solution of the equation (39) given by Theorems

4.1 and 4.2 is also solution of the original equation (12). That is to say, this bounded solution is

a classic solution of the equation (12). To this end, we will use the following Theorem from [12].

Theorem 5.1



Let A on D(A) be a closed operator in the Banach space X and x ∈ C([a, b);X) with b ≤ ∞.

Suppose that x(t) ∈ D(A), Ax(t) is continuous on [a, b) and that the improper integrals

∫ b

a

x(s)ds and
∫ b

a

Ax(s)ds

exist. Then
∫ b

a

x(s)ds ∈ D(A) and A
∫ b

a

x(s)ds =

∫ b

a

Ax(s)ds.

Theorem 5.2

The bounded Mild solution zb(t) of the equation (12) given by Theorems 4.1 and 4.2 is a classic

solution of this equation on R. i.e.,

z′b(t) = Azb(t) + F (t, zb(t)), t ∈ R.

Remark 5.1 . Let zb(t) be the only bounded mild solution of (12) given by Theorems 4.1 and

4.2. Then

z(t) =

∫ t

−∞
T (t− s)g(s)ds =

∫ ∞

0
T (s)g(t− s)ds, t ∈ R

where g(s) = F (s, zb(s)). Therefore, g ∈ Cb(R, Z1) and ‖g(s)‖ ≤ ‖g‖b, s ∈ (−∞, t).

Let us put x(s) = T (t− s)g(s), s ∈ (−∞, t). Then x(s) is a continuous function, and since

{T (t)}t≥0 is analytic, then

x(s) ∈ D(A), for s < t.

Claim. Ax(s) is continuous on (−∞, t) and the improper integral

∫ t

−∞
Ax(s)ds, t ∈ R,

exists.

>From Theorem 3.1, there exists a complete family of orthogonal projections {qi(j)}3i=1 in R
3

such that
{
Aj = σ1(j)q1(j) + σ1(j)q2(j) + σ1(j)q3(j)
eAjt = e−λjρ1tq1(j) + e

−λjρ2tq2(j) + e
−λjρ3tq3(j),



Hence,

Az =
∞∑

j=1

{σ1(j)Pj1z + σ2(j)Pj2z + σ3(j)Pj3z} (45)

and

T (t)z =
∞∑

j=1

{
e−λjρ1tPj1z + e

−λjρ2tPj2z + e
−λjρ3tPj3z

}
,

where, Pji = qi(j)Pj is a complete family of orthogonal projections in Z1.

Therefore,

Ax(s) =
∞∑

j=1

{
−λjρ1e

−λjρ1(t−s)Pj1g(s)− λjρ2e
−λjρ2(t−s)pj2g(s)− λjρ3e

−λjρ3(t−s)pj3g(s)
}
.

So,

‖Ax(s)‖ ≤ max
j≥1

{
λj |ρi|e

−λjRe(ρi)(t−s) : i = 1, 2, 3.
}
‖g‖b.

Then, using the dominate convergence theorem, we get that Ax(s) is a continuous function on

(−∞, t). Now, consider the following improper integrals:

∫ t

−∞
Ax(s)ds =

∫ ∞

0
AT (s)g(t− s)ds

=

∫ ∞

0

∞∑

j=1

{−λjρ1e
−λjρ1sPj1g(t− s)− λjρ2e

−λjρ2sPj2g(t− s)

− λjρ3e
−λjρ3sPj3g(t− s)}ds

=
∞∑

j=1

{
∫ ∞

0
−λjρ1e

−λjρ1sPj1g(t− s)ds−
∫ ∞

0
λjρ2e

−λjρ2sPj2g(t− s)ds

−
∫ ∞

0
λjρ3e

−λjρ3sPj3g(t− s)ds}.

On the other hand, we have that

‖
∫ ∞

0
−λjρie

−λjρisPjig(t− s)ds‖ ≤
∫ ∞

0
λj |ρi|e

−λjRe(ρi)s‖Pjig(t− s)‖ds

≤
|ρi|
Re(ρi)

‖g‖b.

Therefore, the improper integral
∫ t

−∞
Ax(s)ds, exists.



Now, from Theorem 5.1 we obtain that

∫ t

−∞
x(s)ds ∈ D(A), and A

∫ t

−∞
x(s)ds =

∫ t

−∞
Ax(s)ds.

i.e.,

∫ t

−∞
T (t− s)g(s)ds ∈ D(A), and A

∫ t

−∞
T (t− s)g(s)ds =

∫ t

−∞
AT (t− s)g(s)ds.

Now, we are ready to prove that zb(t) is a solution of (12). In fact, consider

zb(t+ h)− zb(t)
h

=
1

h

∫ t+h

−∞
T (t+ h− s)g(s)ds−

1

h

∫ t

−∞
T (t− s)g(s)ds

=

(
T (h)− I
h

)∫ t

−∞
T (t− s)g(s)ds+

1

h

∫ t+h

t

T (t+ h− s)g(s)ds.

Using the definition of infinitesimal generator of a semigroup and passing to the limit as h→ 0+

we get that

z′b(t) = A
∫ t

−∞
T (t− s)g(s)ds+ T (0)g(t).

So,

z′b(t) = Azb(t) + F (t, zb(t)), t ∈ R.
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